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YOUR ASSOCIATIONS
WITH THE TERM 

ARTIFICIAL
INTELLIGENCE 



Artificial Intelligence: A Modern Approach, Stuart J. Russell and Peter Norvig (eds.)



LLM (large language models)



Pair  of six-game chess matches
between then-world chess
champion Garry Kasparov and an
IBM supercomputer cal led Deep
Blue.  Kasparov won the f irst match,
held in Phi ladelphia in 1996,  by 4–2.  
Deep Blue won a 1997 rematch
held in New York City by 3½–2½.
The second match was the f irst
defeat of a reigning world chess
champion by a computer under
tournament condit ions,  and was the
subject of a documentary f i lm,
Game Over:  Kasparov and the
Machine.

DEEP BLUE 
VS GARRY 
KASPAROV





SYMBOLIC AI

AI PARADIGMS
Symbolic AI  is the term for the col lection of al l  methods in
art if icial  intel l igence research that are based on high-level
symbolic representations of problems,  logic and search.  
Symbolic AI  developed appl ications such as knowledge-based
systems ( in part icular ,  expert systems),  ontologies,  the semantic
web.
Symbolic AI  was the dominant paradigm of AI  research from the
mid-1950s unti l  the mid-1990s.

SUBSYMBOLIC AISubsymbolic AI  is a f ie ld of study in AI  concerned with the
development and study of statist ical  a lgorithms that can effectively
general ize and thus perform tasks without expl icit  instructions.
Machine learning (ML) ,  deep learning (DL) ,  neural  nets ,  data mining,
NLP,  language models
Subsymbolic approach,  had been pursued from early days and was
to reemerge strongly in 2012.  Neural  networks were not viewed as
successful  unti l  Big Data became commonplace.







Multimodal ity means "having several
modal it ies" ,  and a "modal ity"  means a type of
input ,  such as video,  image,  audio,  text ,  etc.

A large language model (LLM) is a large-scale
language model notable for its abi l ity to achieve
general-purpose language understanding and
generation.  LLMs acquire these abi l it ies by
using massive amounts of data to learn bi l l ions
of parameters during training and consuming
large computational  resources during their
training and operation.  LLMs are art i f icial  neural
networks (mainly transformers) and are
(pre)trained using self-supervised learning and
semi-supervised learning.

LARGE LANGUAGE MODELS



EXAMPLES OF LLMS

GPT-3
GPT-3.5
GPT-4

LaMDA 
PaLM

Gemini

OPT-175B
LLaMA

OPENAI GOOGLE META



GENERATIVE
ADVERSARIAL NETWORK

(GAN) is a class of machine learning
frameworks and a prominent framework for
approaching generative AI .  

The concept was init ia l ly developed by Ian
Goodfel low and his col leagues in June 2014.

In a GAN, two neural  networks contest with each
other in the form of a zero-sum game, where one
agent 's gain is another agent 's loss.



EXAMPLE
https://www.youtube.com/watch?v=F4G6GNFz0O8 
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